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Benchmarking algorithms for single-cell 
multi-omics prediction and integration

Yinlei Hu    1,2,3,9, Siyuan Wan    1,2,4,9, Yuanhanyu Luo    5,6,9, Yuanzhe Li    1,2,4, 
Tong Wu6,7, Wentao Deng1,2, Chen Jiang1,2, Shan Jiang6, Yueping Zhang4, 
Nianping Liu    8, Zongcheng Yang1, Falai Chen3,4 , Bin Li5,6  & Kun Qu    1,2,4,8 

The development of single-cell multi-omics technology has greatly 
enhanced our understanding of biology, and in parallel, numerous 
algorithms have been proposed to predict the protein abundance and/or 
chromatin accessibility of cells from single-cell transcriptomic information 
and to integrate various types of single-cell multi-omics data. However, 
few studies have systematically compared and evaluated the performance 
of these algorithms. Here, we present a benchmark study of 14 protein 
abundance/chromatin accessibility prediction algorithms and 18 single-cell 
multi-omics integration algorithms using 47 single-cell multi-omics 
datasets. Our benchmark study showed overall totalVI and scArches 
outperformed the other algorithms for predicting protein abundance, and 
LS_Lab was the top-performing algorithm for the prediction of chromatin 
accessibility in most cases. Seurat, MOJITOO and scAI emerge as leading 
algorithms for vertical integration, whereas totalVI and UINMF excel beyond 
their counterparts in both horizontal and mosaic integration scenarios. 
Additionally, we provide a pipeline to assist researchers in selecting the 
optimal multi-omics prediction and integration algorithm.

In recent years, several single-cell multi-omics technologies have been 
developed, enabling the detection of multiple genomic information 
within a single cell. For instance, CITE-seq1 and REAP-seq2 can simul-
taneously detect RNA expression and surface protein abundance 
for a single cell; SHARE-seq3, SNARE-seq4 and 10x Multiome (https://
www.10xgenomics.com/products/) can obtain RNA expression and 
chromatin accessibility information from the same cell. These technolo-
gies have enabled biologists to integrate multiple genomic information 
to study cellular function and development5,6, unravel complex gene 
regulation mechanisms at the single-cell level7,8 and predict cellular 
fate more precisely9–11. Multi-omics technologies have been applied to 

investigations of various tissues and organs, such as blood2, skin3 and 
brain4,12; however, most single-cell studies measure only the transcrip-
tomic information of samples13. Owing to higher experimental costs 
and/or technical challenges, the usage of single-cell multi-omics tech-
nologies is currently not as extensive as that of single-cell single-omics 
technologies13–16.

Moreover, current single-cell proteomic approaches face con-
siderable challenges, notably, low throughput and substantial experi-
mental costs. For instance, next-generation sequencing (NGS)-based 
methods like CITE-seq1, scCUT&Tag17 and ASAP-seq18 typically capture 
less than 10% of the proteome expressed by any given cell. Although 
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used to predict the protein abundance of cells from scRNA-seq data 
(Fig. 1a). We collected 25 single-cell RNA + protein datasets generated 
by using the CITE-seq, REAP-seq and DOGMA-seq technologies as the 
ground truths to evaluate the performance of the 11 protein predic-
tion algorithms (Fig. 1b and Supplementary Tables 1 and 2). Notably, 
DOGMA-seq technology can simultaneously capture RNA expression, 
protein abundance and chromatin accessibility information for each 
cell. Nine of the fourteen algorithms can predict the chromatin acces-
sibility of cells from scRNA-seq data, including LS_Lab, MultiVI, scVAEIT, 
LIGER, Seurat, BABEL, scMOG, scMoGNN and CMAE. To compare the 
performance of the 9 chromatin prediction algorithms, we collected 
12 single-cell RNA + ATAC datasets obtained by SNARE-seq, SHARE-seq, 
ISSAAC-seq, 10x Multiome and DOGMA-seq technologies (Fig. 1c and 
Supplementary Tables 1 and 2).

Before processing the datasets with the 14 algorithms, we removed 
low-quality cells and rarely captured transcripts/proteins/chromatin 
fragments from each dataset according to the criteria of the data source 
papers (Supplementary Table 3). We then compared the performance 
of these algorithms in two scenarios: using one dataset (intra-dataset) 
and using two datasets from the same organ/tissue (inter-dataset). In 
the intra-dataset scenario, we randomly split the cells in the dataset 
into an 80% training set and a 20% test set, with an equal probability 
for each cell to be assigned to either set. In the inter-dataset scenario, 
we used one dataset as the training set and the RNA expression matrix 
of another dataset as the test set. We trained each algorithm with the 
training set and used each trained algorithm and the transcriptom-
ics information of each test set to predict the protein abundances or 
chromatin accessibility of the cells in the test set.

To evaluate the performance of each algorithm, we calculated 
the cell‒cell and protein‒protein Pearson correlation coefficients 
(PCCs) between the predicted and reference matrices for the 
single-cell RNA + protein datasets and the cell‒cell and peak–peak 
PCCs for the single-cell RNA + ATAC datasets, where higher PCC val-
ues indicate higher prediction accuracy. In data from the assay for 
transposase-accessible chromatin with sequencing (ATAC-seq), ‘peaks’ 
refer to accessible DNA fragments. Given the binary nature of the 
reference matrices, we used the area under the receiver operating 
characteristic (AUROC) to evaluate the accuracy of the chromatin 
accessibility prediction algorithms, with a higher AUROC indicating 
superior performance. To assess the error of each algorithm, we com-
puted two cell‒cell correlation matrices of the test set, one from protein 
abundance or chromatin accessibility predicted by the algorithm and 
another from the reference data. Then, we used the difference between 
the two correlation matrices (that is, correlation matrix distance, CMD) 
as a representation of the prediction error47–49. We also calculated 
the CMDs of the protein–protein or peak–peak correlation matrices 
to represent the errors of these algorithms in predicting patterns of 
protein abundance or DNA accessibility. We also utilized the root mean 
square error (RMSE) to quantify the deviation between the predicted 
and reference values.

In addition, we defined a rank index (RI) to comprehensively con-
sider each algorithm under six metrics (that is, cell‒cell PCC, pro-
tein‒protein PCC, cell‒cell CMD, protein‒protein CMD, AUROC and 
RMSE) and two scenarios (that is, intra-dataset and inter-dataset). 
An algorithm will be assigned a score of 1 if its PCC/AUROC value is 
higher than the median PCC/AUROC value of all algorithms or if its 

mass spectrometry-based techniques theoretically have the capacity 
to identify upwards of 8,000 proteins, they are prone to experimental 
artifacts15. These challenges highlight the essential need for predictive 
models capable of inferring comprehensive multi-omics information.

To tackle this issue, one strategy is to use a single-cell integra-
tion algorithm, such as Seurat19 and LIGER20, to map a single-cell 
RNA-sequencing (scRNA-seq) dataset onto a single-cell multi-omics 
dataset obtained from the same tissue or organ. Subsequently, one 
can identify the k-nearest-neighbor (KNN) cells for a given cell across 
various datasets in the mapping space and utilize the neighboring cells 
from multi-omics data to predict the protein abundance or chromatin 
accessibility of cells in scRNA-seq data. Another strategy is training 
a machine learning model with a multi-omics dataset and using the 
model to predict protein abundance and/or chromatin accessibility 
from scRNA-seq data, such as totalVI6, scArches21, LS_Lab16, MultiVI22, 
Guanlab-dengkw16, sciPENN23, BABEL24, scVAEIT25, cTP-net13, scMOG26, 
scMoGNN27 and CMAE28.

Another pivotal challenge in single-cell multi-omics data analysis 
is the development of robust and efficient computational strategies 
for data integration29, which encompass a broad collection of algo-
rithms tailored to specific tasks, including the association of different 
omics modalities, termed vertical integration, with algorithms such 
as Seurat, MOJITOO30, totalVI, Multigrate31, SCOIT32, CiteFuse33, Deep-
MAPS34, scArches, scVAEIT, scAI35, MultiVI, MOFA+36, scMVP37, MIRA38 
and Schema39. Others facilitate batch correction across multi-omics 
datasets, known as horizontal integration, exemplified by tools like 
totalVI, scArches, MultiVI, UINMF40, MOFA+, Multigrate, scVAEIT, MIRA38 
and scMoMaT41. Additionally, some aim to integrate single-cell data-
sets sharing at least one type of omics information, a process known 
as mosaic integration, with algorithms including totalVI, scArches, 
scVAEIT, Multigrate, MultiVI, UINMF, scMoMaT and StabMap42.

These single-cell multi-omics prediction and integration algo-
rithms have substantially deepened our understanding of various 
biological and pathological processes5,6,13,18,22–24,26,38,40,42–46. However, 
there are few comprehensive studies that compare the performance 
of these algorithms. Here, we propose a framework to systematically 
benchmark the performance of 14 multi-omics prediction algorithms 
in predicting chromatin accessibility or protein abundance of cells 
from scRNA-seq data using 36 multi-omics datasets and 6 evaluation 
metrics (Fig. 1 and Supplementary Tables 1–3). We also performed a 
systematical benchmark on 18 multi-omics integration algorithms 
designed for vertical, horizontal or mosaic integration using 35 data-
sets (with cell-type labels) and ten evaluation metrics (Fig. 1 and Sup-
plementary Tables 4–9). Additionally, we compared the performance 
of these algorithms using different batches of data for training and 
prediction and measured the computational resources consumed 
by each algorithm. Our benchmarking pipeline is available at https://
github.com/QuKunLab/MultiomeBenchmarking/.

Results
Benchmarking framework for multi-omics prediction 
algorithms
In the benchmark study, we compared the performance of 14 algo-
rithms in predicting multi-omics information. Eleven of the fourteen 
algorithms, including totalVI, scArches, Guanlab-dengkw, sciPENN, 
scMoGNN, Seurat, BABEL, scVAEIT, cTP-net, CMAE and LIGER, can be 

Fig. 1 | Workflow and multi-omics datasets for benchmarking.  
a, Benchmarking workflow for 14 multi-omics prediction algorithms and 18 
multi-omics integration algorithms, including 11 algorithms that can predict 
protein abundance, 9 algorithms that can predict chromatin accessibility, 15 
algorithms for vertical integration, 9 algorithms for horizontal integration 
and 8 algorithms for mosaic integration. We adopted 6 and 10 metrics for the 
multi-omics prediction and integration algorithms, respectively, to evaluate 
the performance of these algorithms, and we also assessed their robustness and 

consumed computational resources. KNN c., KNN connectivity. b, 28 single-cell 
datasets that contain RNA expression and protein abundance information for 
each cell. c, 14 single-cell datasets that contain RNA expression and chromatin 
accessibility information for each cell. d, Five single-cell datasets that contain 
either RNA expression or chromatin accessibility information for each cell. These 
datasets were used for the assessment of mosaic integration algorithms. CBMCs, 
cord blood-derived mast cells; HSPCs, hematopoietic stem and progenitor cells.
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Dataset ID Technique Type/tissue Species Batch Cells RNA Sparsity of RNA Peak Sparsity of peak
Dataset 43

scRNA-seq

Spleen cell Mouse 13 26,843 8,795 0.89 / /

Dataset 44 Retina Mouse 2 19,089 15,276 0.85 / /

Dataset 45 Adult brain Mouse 1 6,361 32,877 0.83 / /

Dataset 46 HSPCs Mouse 2 5,579 16,045 0.82 / /

Dataset 47 scATAC-seq Retina Mouse 3 25,938 / / 283,817 0.99

Dataset ID Technique Type/tissue Species Batch Cells RNA Sparsity of RNA Peak Sparsity of peak
Dataset 29

SHARE-seq
Skin Mouse 1 34,774 23,296 0.97 338,300 0.99

Dataset 30 Adult brain Mouse 1 2,344 10,203 0.91 7,622 0.997

Dataset 31 SNARE-seq Adult brain Mouse 1 8,055 12,775 0.97 90,358 0.99

Dataset 32 ISSAAC-seq Adult brain Mouse 1 10,361 15,342 0.94 169,134 0.95

Dataset 33

10x Multiome

Adult brain Human 1 2,855 16,910 0.91 130,862 0.92

Dataset 34–37 PBMCs Human 4 5,812 13,052 0.92 95,729 0.94

Dataset 38 Retina Mouse 1 9,383 6,275 0.94 59,353 0.95

Dataset 39 BMMCs Human 13 69,249 13,431 0.94 103,375 0.97

Dataset 40–41 DOGMA-seq PBMCs Human 2 13,383 28,310 0.93 68,825 0.92

Dataset 42 TEA-seq PBMCs Human 1 25,517 17,882 0.94 128,853 0.98

Dataset ID Technique Type/tissue Species Batch Cells RNA Sparsity of RNA Protein Sparsity of protein
Dataset 1–2

CITE-seq

 BMMCs Human 14 96,847 15,481 0.93 139 0.10

Dataset 3  Brain immune cells Human 11 85,000 22,950 0.92 16 0.21

Dataset 4 CBMCs Human 1 8,613 36,280 0.96 13 0.00

Dataset 5 Glioblastomas Human 3 21,589 14,131 0.83 268 0.48

Dataset 6 Glioblastomas Mouse 2 24,559 12,411 0.81 174 0.72

Dataset 7 HSPCs Mouse 2 10,473 18,162 0.81 38 0.89

Dataset 8 MALT tumor Human 1 8,412 33,555 0.96 17 0.00

Dataset 9–10  Murine splenic myeloid cells Mouse 2 27,693 30,456 0.92 11 0.00

Dataset 11  Naive brains Mouse 1 13,052 19,848 0.88 34 0.31

Dataset 12–19  PBMCs Human 40 684,251 31,400 0.95 278 0.09

Dataset 20  Peripheral memory T cells Human 46 500,089 33,538 0.96 31 0.30

Dataset 21–22  Spleen and lymph nodes Mouse 4 32,648 13,553 0.89 211 0.10

Dataset 23–24 REAP-seq PBMCs Human 2 7,488 32,738 0.98 48 0.61

Dataset 25–26 DOGMA-seq PBMCs Human 2 13,383 36,495 0.94 210 0.46

Dataset 27 TEA-seq PBMCs Human 1 25,517 17,882 0.94 46 0.19

Dataset 28 inCITE-seq Hippocampus Mouse 2 19,279 12,526 0.98 4 0.03
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CMD/RMSE value is lower than the median CMD/RMSE (Methods). 
The scores for the six metrics and two scenarios were then aggregated 
to calculate the RI value, providing an evaluation of the algorithm’s 
overall performance.

Performance of protein abundance prediction algorithms
First, we compared the performance of 11 algorithms for predicting 
protein abundance using transcriptomic information, with dataset 2 
(CITE-seq, human, bone marrow mononuclear cells, BMMCs) and data-
set 1 (CITE-seq, human, BMMCs) used as training and test sets, respec-
tively. In the reference data of dataset 1, the CD161 protein is highly 
expressed in natural killer (NK) cells and CD8+ memory T cells50,51, and 
the CD4 protein is highly expressed in CD4+ T cells52. Among the 11 algo-
rithms evaluated, Guanlab-dengkw performed best in predicting the 
pattern of CD161 abundance across different types of cells (PCC = 0.72), 
followed by totalVI (PCC = 0.63) and scArches (PCC = 0.61; Fig. 2a). For 
the abundance of CD4, scArches (PCC = 0.81) and sciPENN (PCC = 0.80) 
generated results with the highest PCC values, followed by cTP-net, 
Seurat and totalVI (PCC = 0.76, 0.74 and 0.70; Supplementary Fig. 1).

We then applied the 11 protein abundance prediction algorithms 
to 23 single-cell RNA + protein datasets to assess their performance  
in the intra-dataset scenario. For the prediction results on these data-
sets, totalVI had the highest average cell‒cell PCC (0.94), while sciPENN 
had the highest average protein‒protein PCC (0.51). When considering 
both the cell‒cell PCC and protein‒protein PCC of each algorithm, the 
PCC values of totalVI and Guanlab-dengkw were both higher than the 
medians of all 11 algorithms (Fig. 2b). Additionally, we calculated the 
cell‒cell and protein‒protein CMD values between the reference data 
and the results predicted by each algorithm for the 23 datasets. We 
found that totalVI and scMoGNN had average cell‒cell CMDs (0.06 and 
0.10, respectively) and protein‒protein CMDs (0.19 and 0.23, respec-
tively) lower than the medians of all the algorithms, demonstrating 
their superior performance (Fig. 2c).

To assess the accuracy of each prediction algorithm in the 
inter-dataset scenario, we adopted ten pairs of single-cell RNA + pro-
tein datasets, where the two datasets in each pair were obtained from 
the same tissue/organ under different conditions. We utilized all pro-
teins from the training data to train the algorithms and evaluated the  
performance of these algorithms using proteins present in both the 
training and test sets. totalVI, scArches and Guanlab-dengkw had 
average cell‒cell and protein‒protein PCC values higher than the 
medians of all 11 algorithms (Fig. 2d), while the average cell‒cell and 
protein‒protein CMD values of totalVI and scMoGNN were lower than 
the medians of all these algorithms (Fig. 2e). The RMSE values of totalVI 
(0.94/1.12), scArches (1.04/1.14), sciPENN (0.78/0.93), Seurat (0.99/1.14) 

and cTP-net (1.07/1.19) were lower than the medians of all the algorithms 
in both the intra-dataset and inter-dataset scenarios (Fig. 2f). We then 
computed the RI values for all the algorithms across the intra-dataset 
and inter-dataset results and evaluated their overall performance 
(Fig. 2g–i). Notably, totalVI and scArches had RI values of 10 and 7, 
respectively, which exceed those of sciPENN (6), Guanlab-dengkw (6), 
Seurat (5), scMoGNN (5), Babel (3), scVAEIT (3), CMAE (2), cTP-net (2) 
and LIGER (1; Fig. 2i).

After analyzing the prediction results for each dataset, we 
observed substantial variation in protein‒protein PCCs across differ-
ent proteins (Supplementary Figs. 2–7). For example, the PCC values 
of the CD19 protein predicted by the 11 algorithms were >0.7, but the 
PCC values of the CD223 protein were all <0.4 (Supplementary Fig. 8). 
To investigate the underlying reasons for this phenomenon, we divided 
the proteins in each dataset into two categories: (1) RNA-correlated (RC) 
proteins, for which the PCC between an RC protein abundance and an 
RNA expression level was ≥0.5 in the original single-cell RNA + protein 
dataset; and (2) RNA-uncorrelated (RU) proteins, for which the PCC 
between an RU protein abundance and any RNA expression level was 
<0.5. When evaluating the performance of the 11 algorithms in predict-
ing the two categories of proteins, we found that the accuracies of all 
these algorithms for RC proteins (median protein‒protein PCC > 0.55, 
median protein‒protein CMD < 0.18, median RMSE < 1.07; Extended 
Data Fig. 1) were higher than those for the RU proteins (median pro-
tein‒protein PCC < 0.26, median protein‒protein CMD > 0.27, median 
RMSE > 1.16; Extended Data Fig. 2). These findings suggest that the 
prediction of RU protein abundance remains a challenging task.

To delve deeper into their prediction stability, we calculated the 
differences in the upper and lower quartiles (DUL) of protein‒protein 
PCCs for each algorithm across 33 datasets, covering both inter-dataset 
and intra-dataset scenarios (Methods). This analysis revealed consider-
able variability in the algorithms’ prediction performance (median DUL 
ranging from 0.27 to 0.48), although some datasets showed more sta-
bility than others (Supplementary Fig. 9). Furthermore, we examined 
the correlation between the DUL values and five crucial attributes of 
these datasets (Methods). Our analysis revealed a notable correlation 
between the DUL values and the sparsity of the protein abundance 
matrix in three of the top four algorithms (totalVI, scArches and sci-
PENN; PCCs > 0.36, P values < 0.05; Supplementary Fig. 10). These find-
ings suggest that the sparsity of the protein abundance matrix is one of 
the main factors impacting the predictive stability of these algorithms.

Performance of chromatin accessibility prediction algorithms
To compare the performance of the nine algorithms, including LS_Lab, 
scVAEIT, LIGER, MultiVI, Seurat, scMOG, BABEL, scMoGNN and CMAE, in 

Fig. 2 | Performance of 11 algorithms in predicting protein abundance 
from RNA expression. a, CD161 abundances in the reference data of dataset 1 
(CITE-seq; BMMCs) and the results predicted by the 11 algorithms. b,c, Average 
PCC (b) and CMD (c) values between the reference data and the predicted results 
for the intra-dataset scenario, that is, the training and test sets are from the same 
datasets. The x and y axes are the cell‒cell and protein‒protein PCC/CMD values, 
respectively, and the dashed lines are the medians of all algorithms’ results. Error 
bars indicate the s.d. of 23 datasets. Data are presented as mean values ± 0.5 
times the s.d. d,e, Same as b and c, but the results were predicted for the inter-

dataset scenario, that is, the training and test sets are from different datasets. 
Error bars indicate the s.d. of 10 datasets. f, Average RMSE values between the 
reference data and the predicted results for the intra-dataset scenario (x axes) 
and inter-dataset scenario (y axes). Error bars indicate the s.d. of 23 datasets  
(x axes) or 10 datasets (y axes). Data are presented as mean values ± 0.5 times the 
s.d. g,h, RI values of 11 algorithms in the intra-dataset (g) and inter-dataset (h) 
scenarios. i, The overall performance of 11 algorithms in both intra-dataset and 
inter-dataset scenarios. DC, dendritic cell; NK, natural killer.

Fig. 3 | Performance of nine algorithms in predicting chromatin accessibility 
information from RNA expression. a, The chromatin accessibility of the 
promoter region of the CD14 gene in the reference data of dataset 34 (10x 
Multiome, Human, PBMCs) and the results predicted by each algorithm. pDC, 
plasmacytoid dendritic cell. b–d, Average PCC (b), CMD (c) and RMSE and 
AUROC (d) values between the reference data and the predicted results for 
the intra-dataset scenario, that is, the training and test sets are from the same 
datasets. The x and y axes in a and b are the cell‒cell and peak–peak PCC/CMD 
values, respectively, and the dashed lines are the medians of all algorithms’ 

results. The x and y axes in c are the AUROC and RMSE, respectively, and the 
dashed lines are the medians of all algorithms’ results. Error bars indicate  
the s.d. of 11 datasets. Data are presented as mean values ± 0.5 times the s.d.  
e–g, Same as b–d, but the results were predicted for the inter-dataset scenario, 
that is, the training and test sets are from different datasets. Error bars indicate 
the s.d. of eight datasets. h,i, RI values of nine algorithms in the intra-dataset (h) 
and inter-dataset (i) scenarios. j, The overall performance of seven algorithms in 
both intra-dataset and inter-dataset scenarios.
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predicting chromatin accessibility, we first trained them with dataset 36 
(10x Multiome, human; peripheral blood mononuclear cells (PBMCs)) 
and then used them to predict ATAC-seq peaks for dataset 34 (10x Mul-
tiome, human, PBMCs). In the reference data of dataset 34, DNA frag-
ments in the promoter regions of the genes CD14 and MS4A1 are highly 
accessible in monocyte/dendritic cells and B cells, respectively53,54. 
Among the nine algorithms, LS_Lab (PCC = 0.31/0.60), MultiVI 
(PCC = 0.32/0.67), scVAEIT (PCC = 0.31/0.58), LIGER (PCC = 0.28/0.65) 
and BABEL (PCC = 0.29/0.62) also predicted that the promoter regions 
of the two genes are highly accessible in the corresponding cell types 
(Fig. 3a and Supplementary Fig. 11).

We then applied the nine algorithms to 11 single-cell RNA + ATAC 
datasets to test their performance in the intra-dataset scenario. LS_Lab, 
MultiVI and scVAEIT had average cell‒cell and peak–peak PCC values 
higher than the medians of all the algorithms (Fig. 3b), while the average 
cell‒cell and peak–peak CMD values of LS_Lab and Seurat were lower 
than the medians of the nine algorithms (Fig. 3c,i). In terms of average 
RMSE and AUROC values, LS_Lab and MultiVI also outperformed the 
other algorithms (Fig. 3d). However, none of these algorithms has an 
average peak–peak PCC value higher than 0.16 (Supplementary Figs. 12 
and 13), implying that the predicted chromatin accessibility across cells 

differs from the reference data. One possible reason for this difference 
is that the scATAC-seq matrices in the reference data are usually very 
sparse, but the predicted results of some algorithms can be dense. For 
example, the sparsity of the reference scATAC-seq matrix of dataset 
35 is 0.93, but the results predicted by Seurat, LIGER and LS_Lab for 
this dataset have sparsity values of 0.70, 0.36 and 0.001, respectively.

Considering the sparsity of the reference data, we used the 
definitions of domains of regulatory chromatin (DORCs)3 from the 
scATAC-seq analytical toolkit Signac55 to evaluate the ability of the nine 
algorithms to predict chromatin accessibility patterns. For DORCs, 
we combined peaks that had accessibility patterns similar to the 
expression patterns of the nearby gene3. This scheme can generate 
low-sparsity DORC matrices, thereby reducing the impact of missing 
values in scATAC-seq data. The DORC–DORC PCC values of the nine 
algorithms were higher than their peak–peak PCC values, indicating 
that they have better prediction performance in DORCs (Extended Data 
Fig. 3). Moreover, among the nine algorithms, LS_Lab and MultiVI were 
still the top-performing algorithms for predicting the accessibility of 
DORCs (Extended Data Fig. 3).

To further explore the impact of matrix sparsity on the accuracy of 
chromatin accessibility predictions, we implemented a KNN-smoothing 
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Fig. 4 | Benchmarking results for vertical integration. a, Average ARI and  
NMI values of nine vertical integration algorithms integrating RNA expression  
and protein abundance across 13 single-cell RNA + protein datasets. The x and y 
axes are average NMI and ARI values, respectively, and the dashed lines are the 
medians of all algorithms’ results. Error bars indicate the s.d. of 13 datasets.  
Data are presented as mean value ± 0.5 times the s.d. b, Same as a, but the results 
were evaluated by the average cLISI and cASW values. c, Bar plots illustrate the  

overall performance of these algorithms, as evaluated by BVC scores across 13 
RNA + protein datasets. Data are presented as mean values and 95% confidence 
intervals; N = 13 datasets. Each dot represents the BVC score of an algorithm 
on a dataset. d–f, Same as a–c, but the results were generated by 12 algorithms 
integrating RNA expression and chromatin information across 11 RNA + ATAC 
datasets. Data are presented as mean values and 95% confidence intervals;  
N = 11 datasets.

http://www.nature.com/naturemethods


Nature Methods

Analysis https://doi.org/10.1038/s41592-024-02429-w

method (as utilized in MultiVI22) to reduce the noise in the raw count 
matrices of our test datasets (Methods). The introduction of this 
KNN-smoothing method resulted in considerable improvements in 
the predictive accuracy of eight of nine benchmarked algorithms, 
particularly the top-performing algorithms LS_Lab and MultiVI, whose 
peak–peak PCCs substantially increased from 0.11 and 0.11 to 0.53 and 
0.49, respectively (Extended Data Fig. 4).

In addition, we assessed the performance of the nine algorithms 
when trained on one dataset and tested on another dataset, that is, 
the inter-dataset scenario. Both datasets were derived from the same 
tissue/organ but under different conditions. By comparing the PCC, 
CMD, RMSE and AUROC values of these algorithms, we found that 
LS_Lab, MultiVI, scVAEIT and LIGER outperformed the other algorithms 
in the inter-dataset scenario (Fig. 3e–g,i and Supplementary Figs. 14 
and 15). Moreover, the RI values of the nine algorithms were calculated 
and ranked from high to low: LS_Lab (8), MultiVI (10), scVAEIT (9), 
LIGER (6), Seurat (4), BABEL (5), scMOG (4), scMoGNN (0) and CMAE 
(0; Fig. 3h–j), which also demonstrated the superiority of LS_Lab in 
predicting chromatin accessibility.

Considering that tissue-specific cis-elements are the subjects 
of interest for many studies56,57, we also evaluated the performance 
of these algorithms in predicting transcription factor binding sites 

(TFBSs) and enhancers. Specifically, we downloaded the reference 
information of TFBSs/enhancers from EnhancerDB58, and utilized 
Signac55 to identify TFBSs/enhancers from the predicted chromatin 
accessibility of each dataset. By comparing the reference and predicted 
TFBSs/enhancers, we found that LS_Lab, MultiVI and scVAEIT outper-
formed the other algorithms in predicting tissue-specific cis-elements 
for both intra-dataset and inter-dataset scenarios (Supplementary 
Figs. 16–19).

Furthermore, we explored how the number of cells and RNAs in 
the training dataset influences the performance of the benchmarked 
algorithms (Methods). We found that including more cells from the 
same batch in the training dataset improved the predictive accuracy of 
the algorithms for both protein abundance and chromatin accessibil-
ity (Supplementary Figs. 20 and 21). However, including more RNAs 
in the training dataset helps to improve the accuracy of predicting 
protein abundance but not chromatin accessibility (Supplementary 
Figs. 22–25).

Performance of vertical integration algorithms
We first assessed 9 of 15 vertical integration algorithms capable of 
integrating RNA expression and protein abundance, including Seurat, 
MOJITOO, totalVI, Multigrate, SCOIT, scArches, scVAEIT, CiteFuse and 
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Fig. 5 | Benchmarking results for horizontal integration. a, Average BVC 
and BER scores of five horizontal integration algorithms for the intra-dataset 
scenario, that is, integrating batches from one dataset. The x and y axes are the 
average BVC (x axes) and BER (y axes) scores, respectively, and the dashed lines 
are the medians of all algorithms’ results. Error bars indicate the s.d. of eight data 
groups. Data are presented as mean values ± 0.5 times the s.d. b, Same as a, but 
the results were generated by seven data groups in the inter-dataset scenario, 
that is, integrating batches from multiple datasets. Error bars indicate the s.d. of 

seven data groups. c, RI values for the five algorithms, derived from the  
average BVC and BER scores in both intra-dataset and inter-dataset scenarios. 
d–f, Same as a–c, but the plots present the results for seven horizontal 
integration algorithms, focusing on the integration of multiple RNA + ATAC 
batches. These results were generated from two data groups in the intra-dataset 
scenario (d) and two data groups in the inter-dataset scenario (e). The error bars 
of some algorithms (<0.015), including UINMF, MOFA+, Multigrate, scVAEIT, 
MultiVI and scMoMaT in d and e, are too small to be shown.
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DeepMAPS (Supplementary Table 4). This evaluation was conducted 
using 13 single-cell RNA + protein datasets (Fig. 1 and Supplementary 
Table 7). We used four metrics—adjusted Rand index (ARI), normalized 
mutual information (NMI), average silhouette width of cell types (cASW) 
and cell-type separation local inverse Simpson’s index (cLISI)—to assess 
each algorithm’s performance on cell clustering and preservation of 
biological variation. The overall performance was gauged using the 
average of these metrics, termed the biological variation conserva-
tion (BVC) score.

Seurat and MOJITOO exhibited outstanding results, with the highest 
average ARI (0.59/0.61) and NMI (0.69/0.69), and Seurat was also leading 
in cASW (0.60) and cLISI (0.98; Fig. 4a,b and Supplementary Figs. 26 and 
27). Their average BVC scores were 0.72 and 0.70, respectively, surpass-
ing totalVI (0.68), Multigrate (0.68), SCIOIT (0.67), CiteFuse (0.67), 
DeepMaps (0.66), scArches (0.66) and scVAEIT (0.63; Fig. 4c).

Subsequently, we used the same metrics to evaluate 12 algorithms 
for integrating RNA expression and chromatin accessibility, including 
scAI, MOJITOO, MultiVI, Seurat, scVAEIT, MOFA+, Multigrate, scMVP, 
MIRA, DeepMAPS, SCOIT and Schema (Supplementary Table 4). This 
evaluation was conducted using 11 single-cell RNA + ATAC datasets 
(Fig. 1b, Supplementary Table 7 and Supplementary Figs. 28 and 29). 
MOJITOO displayed the highest average ARI (0.76) and NMI (0.77; 
Fig. 4d), while Seurat and scAI excelled in cASW (0.63) and cLISI (0.98) 
values, respectively (Fig. 4e). These findings highlight MOJITOO’s 
proficiency in cell clustering, as well as the effectiveness of Seurat and 
MultiVI in representing cell–cell similarity. Notably, scAI was the only 
algorithm that ranked in the top three for all four metrics (Fig. 4d,e). 
Furthermore, the average BVC scores revealed scAI, MOJITOO and  
MultiVI as the top performers in integrating RNA expression and 
chromatin accessibility (Fig. 4f).

Performance of horizontal integration algorithms
Horizontal integration algorithms effectively remove batch effects 
and conserve biological variation in multi-omics data. We evaluated 
five horizontal integration algorithms—totalVI, scArches, Multigrate, 
UINMF and scVAEIT—that integrate single-cell RNA + protein datasets 
(Fig. 1a and Supplementary Table 5). These algorithms were assessed 
using the BVC score for cell clustering and biological variation pres-
ervation (Methods) and the batch effect removal (BER) score. The BER 
score is calculated as the average of five metrics including the KNN 
batch effect test (kBET), KNN graph connectivity, average silhouette 
width of batches (bASW), LISI of batch mixing (iLISI) and principal 
component regression (PCR). The overall performance was gauged 
using the RI values.

In the intra-dataset scenario, using eight single-cell RNA + protein 
data groups (Supplementary Table 8 and Supplementary Figs. 30 and 31),  
totalVI and scArches demonstrated higher average BVC scores com-
pared to the median of all the algorithms (Fig. 5a). totalVI and Multi-
grate exhibited higher average BER scores than the median (Fig. 5a). For 
the inter-dataset scenario, using seven data groups constructed from 
nine datasets (Supplementary Table 8 and Supplementary Figs. 32 and 
33), totalVI and scArches again surpassed the median BVC scores, and 
totalVI and Multigrate excelled in BER scores (Fig. 5b). Together with 
the RI values (Fig. 5c), totalVI was found to outperform the others in 
both scenarios.

Seven horizontal integration algorithms, including UINMF, MOFA+, 
Multigrate, scVAEIT, MultiVI, scMoMaT and MIRA, were designed for 
single-cell RNA + ATAC data integration. We then tested their perfor-
mance using four data groups in two intra-dataset and inter-dataset 
scenarios (Fig. 5d,e and Supplementary Fig. 34 and Supplementary 
Tables 5 and 8). While scVAEIT showed the highest average BVC score 
and Multigrate had the highest average BER score, UINMF was the only 
algorithm with both BVC and BER scores above the median and achieved 
the highest RI value, indicating its superior performance (Fig. 5f).

Performance of mosaic integration algorithms
We evaluated the efficacy of eight mosaic integration algorithms, 
including totalVI, scArches, Multigrate, scMoMaT, scVAEIT, StabMap, 
MultiVI and UINMF, across 55 paired datasets in four distinct subcases 
(Fig. 1a Supplementary Tables 6 and 9). These algorithms are designed 
to integrate multi-omics datasets sharing at least one type of omics 
information (Methods).

In subcase 1, focusing on integrating scRNA-seq data with 
single-cell RNA + protein data, we compared seven algorithms using 
8 paired datasets to assess their performance in intra-dataset scenarios 
and 11 paired datasets for inter-dataset scenarios (Supplementary 
Tables 6 and 9 and Supplementary Figs. 35–39). Throughout these eval-
uations, totalVI and scArches stood out, consistently delivering supe-
rior BVC and BER scores compared to their counterparts (Fig. 6a,b). 
Moreover, these two algorithms also achieved the top two RI values, 
outperforming the others in this subcase (Fig. 6c).

In subcase 2, which concentrates on integrating scRNA-seq data 
with single-cell RNA + ATAC data, we tested six algorithms across 
13 paired datasets (Supplementary Tables 6 and 9). These datasets 
included 4 paired datasets for intra-dataset scenarios and 9 for 
inter-dataset scenarios (Supplementary Figs. 40–43). In this analy-
sis, UINMF and MultiVI emerged as the top performers, showing the 
highest average scores in both the BVC and BER scores across both the 
intra-dataset and inter-dataset scenarios (Fig. 6d,e). Additionally, these 
two algorithms achieved the highest RI values across 13 datasets, indi-
cating their superior performance in this particular subcase (Fig. 6f).

In subcase 3, which involves the integration of scATAC with 
single-cell RNA + ATAC data, we assessed six algorithms using a total of 12 
paired datasets—4 for intra-dataset scenarios and 8 for inter-dataset sce-
narios (Supplementary Tables 6 and 9 and Supplementary Figs. 44–46).  
In this evaluation, MultiVI consistently demonstrated the highest 
BVC scores. Additionally, UINMF stood out by achieving the best BER 
scores among all the evaluated algorithms in both the intra-dataset and 
inter-dataset scenarios (Fig. 6g,h). Moreover, these two algorithms also 
attained the top two RI values across the datasets, underscoring their 
superior performance in this subcase (Fig. 6i).

In subcase 4, focusing on the integration of single-cell RNA + pro-
tein with RNA + ATAC data (Supplementary Table 6), we evaluated 
five algorithms using 11 paired datasets, all of which were specifically 
tailored to inter-dataset scenarios (Supplementary Table 9 and Sup-
plementary Figs. 47–49). In this analysis, UINMF and scVAEIT emerged 
with the highest BVC scores. Concurrently, UINMF and Multigrate 
demonstrated the best performance in BER scores (Fig. 6j). These 
results collectively positioned UINMF as the most effective algorithm 
for this particular subcase (Fig. 6k).

Fig. 6 | Benchmarking results for mosaic integration. a,b, Scatterplots compare 
the average BVC and BER scores for seven mosaic integration algorithms for 
subcase 1 in the intra-dataset (a) and inter-dataset (b) scenarios. The dashed lines 
indicate the median results for all the algorithms. Error bars indicate the s.d. 
across all paired datasets in the intra-dataset (a) or inter-dataset (b) scenarios. 
These average and s.d. values were derived from 8 (a) or 11 (b) paired datasets. 
Data are presented as mean values ± 0.5 times the s.d. c, RI values of the seven 
algorithms were derived from the average BVC and BER in both intra-dataset and 
inter-dataset scenarios. d–i, Same as a–c, but these plots present the results of 

mosaic integration algorithms, focusing on subcase 2 (d–f) and subcase 3 (g–i). 
These average and s.d. values were derived from 4 (d), 9 (e), 4 (g) or 8 (h) paired 
datasets. j, Average BVC and BER scores of five mosaic integration algorithms 
focusing on subcase 4 across 11 paired datasets in the inter-dataset scenario. 
Error bars indicate the s.d. across 11 paired datasets. k, RI values of the five 
algorithms were derived from the average BVC and BER in j. l, The total RI values 
for the five algorithms encompass all four subcases. The error bars of MultiVI in h 
are too small to be shown.
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Among the nine algorithms assessed for mosaic integration, 
UINMF, StabMap, Multigrate, scMoMaT and scVAEIT were versatile 
enough to be applied across all four subcases (Supplementary Table 6). 
To provide a comprehensive performance comparison, we calculated 

the total RI values for each of these algorithms across all 55 datasets. 
When ranked based on these RI values, UINMF distinguished itself as the 
most effective algorithm among the five, highlighting UINMF’s excep-
tional capability in mosaic integration across diverse datasets (Fig. 6l).
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Computational resource evaluation
We undertook comprehensive computational resource evaluations for 
all the prediction and integration algorithms across different scenarios 
by downsampling the appropriate datasets (Supplementary Figs. 50 and 
51). To minimize randomness, each sampling was repeated five times, 
and each test was performed twice. All the CPU-based algorithms were 
tested on an X64 CPU platform (2.5 GHz, 27.5 MB cache, 40 CPU cores) 
with 384 GB of DDR4 memory, while all the GPU-based algorithms were 
tested on an NVIDIA Tesla V100 (32 GB of memory) platform.

In our analysis, we observed that, of the top-performing algo-
rithms in each scenario, totalVI, LS_Lab, Seurat, MultiVI and UINMF 
were able to complete prediction or integration tasks within 6 h using 
less than 256 GB of memory (Extended Data Figs. 5 and 6). However, 
scArches (predicting protein abundance) and scAI (vertical integration 
of RNA + ATAC data) encountered memory errors when tasked with 
datasets exceeding 500,000 and 20,000 cells, respectively. Overall, 
these evaluations provide insights into the computational demands 
and efficiency of these algorithms, highlighting their feasibility for 
various dataset sizes and computational platforms.

Discussion
In this study, we evaluated the performance of 14 algorithms for predict-
ing protein abundance or chromatin accessibility from single-cell tran-
scriptomics information. Although no single algorithm consistently 
outperformed the others in every metric and dataset (Supplementary 
Figs. 52 and 53 and Methods), we found overall totalVI and scArches 
were the best performers in predicting protein abundance, and LS_Lab 
was superior to the other algorithms in predicting chromatin acces-
sibility in most cases. However, these algorithms encounter challenges 
in predicting the abundance of proteins that are not associated with 
any RNA expression (that is, RU proteins), which could be addressed 
by integrating additional omics information, such as metabolomic59 
and spatial omics60,61 data, into prediction models. Additionally, the 
accessibility variation of DNA fragments predicted by these algorithms 
had low correlation with the reference scATAC-seq data, possibly due 
to the high sparsity of the reference data. Nonetheless, the predictive 
capability of these algorithms can be substantially improved when 
using the DORC × cell matrix and the denoised/smoothed peak × cell 
matrix as reference values in the test set. Notably, our comprehensive 
benchmarking not only identifies the most proficient algorithms but 
also sheds light on the extent to which complex chromatin–RNA–pro-
tein relationships can be predicted.

We also systematically evaluated the performance of 18 algorithms 
that can integrate single-cell multi-omics data across eight diverse 
scenarios. For vertical integration, Seurat and MOJITOO emerged as the 
top performers in merging RNA expression with protein abundance. 
scAI and MOJITOO distinguished themselves in integrating RNA expres-
sion with chromatin accessibility. Regarding horizontal integration, 
totalVI demonstrated its superiority in amalgamating various batches 
of single-cell RNA + protein data, while UINMF excelled in integrating 
batches of single-cell RNA + ATAC data. In the context of mosaic integra-
tion, totalVI came highly recommended for combining scRNA-seq with 
single-cell RNA + protein data, and UINMF was particularly effective for 
other mosaic integration scenarios.

In addition, we assessed the computational resources consumed 
by each algorithm. We also provide a pipeline (https://github.com/
QuKunLab/MultiomeBenchmarking/) and a summary (Extended Data 
Figs. 7–10) to help researchers select the top-performing and most 
efficient algorithms for their multi-omics studies. Concerning the 
selection of training sets, we recommend choosing a training set that 
has a large number of cells and a high degree of RNA overlap with 
the test set (only for protein abundance prediction algorithms) and 
consists of cell types that are as similar as possible to those in the test 
set, ideally originating from the same tissue or organ (Supplementary 
Figs. 20–25 and 54–58 and Methods).

Our evaluation also highlighted that machine learning algorithms 
based on singular value decomposition, such as Guanlab-dengkw and 
LS_Lab, performed prominently in predicting protein abundance or 
chromatin accessibility. Among deep learning algorithms, totalVI utiliz-
ing probabilistic models outperformed other algorithms. Considering 
that singular value decomposition and probabilistic models both have 
noise reduction effects on single-cell data48,62, the usage of noise reduc-
tion models is probably the reason for the higher prediction accuracy 
of these algorithms. In single-cell multi-omics integration analyses, 
algorithms like totalVI and UINMF achieved superior performance by 
accounting for data-specific properties like noise, nonnegativity and 
low-rank characteristics, potentially underscoring the significance of 
these data attributes in enhancing the performance of these algorithms. 
We also found that the sparsity of these datasets somewhat affected 
the accuracy of these algorithms in predicting protein abundance or 
chromatin accessibility (Supplementary Fig. 59). A possible solution 
is to first apply an imputation algorithm, such as SAVER48, WEDGE49, 
totalVI6 or scBasset63, to predict the missing values in the original data 
and then use the imputed dataset for training and prediction.

In addition, many spatial genomics technologies, including 10x 
Visium, Stereo-seq64 and MERFISH65, only detect the distribution of 
transcripts in space61. A technical solution is to extend multi-omics 
technology to the field of spatial omics, such as the DBiT-seq and 
spatial-CITE-seq technologies developed by R. Fan’s laboratory66,67. 
Another possible solution is to adopt a single-cell multi-omics data-
set and a spatial transcriptomics dataset as training and test sets, 
respectively, and apply the best-performing algorithms to predict 
the distribution of protein abundance or chromatin accessibility in 
space. Therefore, this benchmark study may help researchers choose 
appropriate algorithms for the joint analysis of not only single-cell 
RNA-seq and multi-omics data but also spatial transcriptomics data 
and single-cell multi-omics data. However, it is important to note that 
spatial and non-spatial data may exhibit different distributions20, which 
could affect the performance of the algorithms.

Algorithms leveraging large language models have been devel-
oped recently to predict missing modalities or integrate multiple 
modalities from extensive single-cell multi-omics datasets; however, 
due to current hardware limitations, our benchmark study does not 
encompass these prediction or integration algorithms based on large 
language models, such as Geneformer68, scGPT69 and scFoundation70.

Online content
Any methods, additional references, Nature Portfolio reporting sum-
maries, source data, extended data, supplementary information, 
acknowledgements, peer review information; details of author contri-
butions and competing interests; and statements of data and code avail-
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Methods
Data collection and preprocessing
We collected a diverse set of single-cell multi-omics sequencing 
data, including 25 single-cell RNA + protein datasets, 12 single-cell 
RNA + ATAC datasets, and 3 single-cell ATAC + RNA + protein datasets. 
These datasets were generated using various sequencing technolo-
gies, including CITE-seq, REAP-seq, SHARE-seq, SNARE-seq, 10x Mul-
tiome, TEA-seq, inCITE-seq and DOGMA-seq. To ensure data quality, 
we utilized Seurat’s quality-control filters (‘CreateSeuratObject()’) with 
parameters described in the original papers to eliminate low-quality 
cells, RNAs and/or DNA fragments (that is, ‘peaks’ in scATAC-seq data). 
See Supplementary Tables 2 and 3 and ‘Data availability’ for more 
details on these datasets.

Peak calling for scATAC-seq data
For intra-dataset scenarios, we used different peak calling methods 
based on the dataset’s origin. For SNARE-seq datasets, cisTopic was 
used with default parameters for peak calling4. For datasets generated 
by 10x Chromium-based sequencing technologies, such as ISSAAC-seq, 
DOGMA-seq, TEA-seq and 10x Multiome, Cell Ranger was used for peak 
calling12,18,71. For SHARE-seq technology datasets, MACS2 software 
was used with specific parameters ‘--nomodel --nolambda --keep-dup 
--call-summits’3.

For inter-dataset scenarios, given that peaks are independently 
identified in each dataset, achieving perfect overlap is unlikely. To 
address this, we utilized the Signac tutorial (https://stuartlab.org/
signac/) to merge peaks and create a unified peak set for multi-dataset 
analysis. Specifically, we used the merge() function with its default 
parameters (that is, ‘merge.data = TRUE, merge.dr = NULL, pro-
ject = ‘SeuratProject’), ensuring that peaks from multiple datasets 
were appropriately merged for subsequent analysis.

We also recognized that peaks in regions other than promoters, 
enhancers and gene bodies might have biological importance36,40. 
Hence, we included all peaks that passed the quality control in both 
the training and test datasets in our analysis.

Cell-type annotation
We assessed the performance of 18 multi-omics integration algorithms 
using 35 datasets from our collection of 47 datasets, each annotated 
with cell-type information as indicated in the corresponding data 
source papers (Supplementary Tables 7–9). In the inter-dataset sce-
nario, we merged various sub-cell types from different datasets to 
standardize the labeling of inconsistent sub-cell types. For instance, 
in a data group comprising dataset 34 and dataset 24, where all B cells 
in dataset 24 were categorized into a single cell type, we amalgamated 
memory B and naive B cells from dataset 34 into one unified B cell 
category. The revised cell-type labels, accommodating these adjust-
ments, can be accessed at our GitHub repository via https://github.
com/QuKunLab/MultiomeBenchmarking/. It is important to note that 
for benchmarking the performance of vertical integration algorithms, 
we selected the batch with the highest cell count in each dataset (Sup-
plementary Table 7).

Parameter settings for algorithms
In our study, we evaluated the performance of 14 algorithms designed 
for predicting protein abundance and/or chromatin accessibility, as 
well as 18 algorithms specialized in single-cell multi-omics integration. 
Notably, five of these algorithms are versatile, and capable of handling 
both prediction and integration tasks. Consequently, our benchmark 
study encompasses a total of 27 distinct algorithms. The parameters 
used for each of these algorithms were determined as follows:

 1. totalVI: We followed the instructions provided on the totalVI 
website via https://docs.scvi-tools.org/en/stable/tutorials/
notebooks/multimodal/cite_scrna_integration_w_totalVI.html 

to perform our analysis. We set the parameters for the analyses 
as ‘latent_distribution = normal and n_layers_decoder = 2’.

 2. scArches: We followed the guidelines provided on the scArches 
website: https://scarches.readthedocs.io/en/latest/totalvi_
surgery_pipeline.html. The model was trained with parameters 
‘epochs = 200, plan_kwargs = dict, weight_decay = 0.0’.

 3. Guanlab-dengkw: We followed the tutorial provided on the 
Guanlab-dengkw GitHub repository: https://github.com/
openproblems-bio/neurips2021_multimodal_topmethods/tree/
main/src/predict_modality/methods/Guanlab-dengkw/.

 4. sciPENN: We followed the guidelines provided on the sciPENN 
GitHub repository: https://github.com/jlakkis/sciPENN_codes/
blob/master/Experiments/pbmc_to_malt%20sciPENN.ipynb/. 
We used the parameters ‘n_epochs = 10,000, ES_max = 12, 
decay_max = 6, decay_step = 0.1, lr = 10−3’.

 5. BABEL: We followed the tutorial provided on the DANCE toolkit 
GitHub repository via https://github.com/OmicsML/dance/
tree/main/examples/multi_modality/predict_modality/babel.
py/. The predicted protein/ATAC modality was obtained using 
the ‘predict’ function in the ‘BabelWrapper’ class.

 6. scMoGNN: We followed the tutorial provided on the DANCE 
toolkit GitHub repository via https://github.com/OmicsML/
dance/tree/main/examples/multi_modality/predict_modality/ 
scmogcn.py. The predicted protein/ATAC modality was 
obtained using the ‘predict’ function in the ‘ScMoGCNWrapper’ 
class.

 7. CMAE: We followed the tutorial provided on the DANCE toolkit 
GitHub repository via https://github.com/OmicsML/dance/
tree/main/examples/multi_modality/predict_modality/cmae.
py/. The predicted protein/ATAC modality was obtained using 
the ‘predict’ function in the ‘CMAE’ class.

 8. LS_Lab: We followed the tutorial provided on the neurips2021_ 
multimodal_topmethods GitHub repository: https://github.
com/openproblems-bio/neurips2021_multimodal_topmethods/ 
blob/main/src/predict_modality/methods/LS_lab/run/ 
script.py/.

 9. cTP-net: We followed the instructions provided on the cTP-net 
GitHub repository via https://github.com/zhouzilu/cTPnet/.  
We set ‘n_batches = 32 and max_epochs = 4’.

 10. MultiVI: We followed the guidelines provided on the MultiVI 
website at https://docs.scvi-tools.org/en/stable/tutorials/
notebooks/multimodal/MultiVI_tutorial.html. We used the ‘get_ 
accessibility_estimates’ function of MultiVI to predict chromatin  
accessibility from single-cell transcriptomics information.

 11. Seurat: To predict the protein abundance and chromatin 
accessibility, we followed the guidelines on the Seurat website 
at https://satijalab.org/seurat/archive/v3.2/integration.html. 
We set the parameter reduction = ‘cca’, and used the ‘TransferData’ 
function of Seurat. To perform vertical integration, we followed 
the tutorial provided on the Seurat website via https://satijalab.
org/seurat/articles/weighted_nearest_neighbor_analysis/.

 12. LIGER: We followed the tutorial provided on the LIGER GitHub 
repository at https://github.com/welch-lab/liger/. We used the 
‘imputeKNN’ function of LIGER to predict protein abundance 
and chromatin accessibility, with the parameter ‘norm = FALSE, 
scale = FALSE’.

 13. scVAEIT: We adopted the guidelines outlined on the scVAEIT 
GitHub repository at https://github.com/jaydu1/scVAEIT/. The 
predictions of protein abundance and chromatin accessibility 
were derived using the ‘get_recon’ function of scVAEIT.

 14. scMOG: We conducted the prediction of chromatin accessibil-
ity following the instructions provided on the scMOG GitHub 
repository via https://github.com/GaoLabXDU/scMOG/. The 
parameters were set to the default values, that is, ‘hidden = 16, 
lr = 0.001’.
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 15. MOJITOO: We conducted the vertical integration of single-cell 
multi-omics data following the tutorial available on the 
MOJITOO GitHub repository via https://github.com/CostaLab/ 
MOJITOO/. The ‘mojitoo’ function was utilized with all 
parameters set to the default values. For dimensionality  
reduction, principal component analysis was applied to the 
RNA expression data, and Latent Semantic Indexing was used 
for processing the chromatin accessibility data.

 16. Multigrate: We integrated single-cell multi-omics data using  
the Multigrate module of scArches, following the instructions  
on https://docs.scarches.org/en/latest/multigrate.html. 
Specifically, we used the ‘nb’ loss function for RNA data, and the 
‘mse’ function for ATAC and protein data.

 17. SCOIT: We conducted the vertical integration following the 
tutorial provided on the SCOIT GitHub repository via  
https://github.com/deepomicslab/SCOIT/.

 18. CiteFuse: We performed the vertical integration of the 
single-cell RNA expression and protein abundance data  
following the document on the CiteFuse GitHub repository at 
https://sydneybiox.github.io/CiteFuse/articles/CiteFuse.html.

 19. DeepMAPS: We conducted the vertical integration following  
the procedures outlined in the tutorial on the DeepMAPS 
GitHub repository at https://github.com/OSU-BMBL/deepmaps/ 
blob/master/scRNA_scATAC_analyses_tutorial.html. The 
heterogeneous graph transformation was performed by using 
the ‘run_HGT’ function with default parameters, that is, ‘lr = 0.2, 
epoch = 30, n_hid = 128, n_heads = 16’.

 20. scAI: We integrated the single-cell RNA expression and 
chromatin accessibility information following the document 
on the scAI GitHub repository via https://htmlpreview.github.
io/?https://github.com/sqjin/scAI/blob/master/examples/ 
walkthrough_Kidneydataset.html.

 21. MOFA+: We conducted the integration of single-cell RNA  
expression and chromatin accessibility information in accord-
ance with the guidelines provided on the MOFA’s website at 
https://muon-tutorials.readthedocs.io/en/latest/single-cell-
rna-atac/pbmc10k/3-Multimodal-Omics-Data-Integration.html.

 22. scMVP: We performed the vertical integration of single-cell  
RNA expression and chromatin accessibility information in line 
with the tutorial on the scMVP GitHub repository via https://
github.com/bm2-lab/scMVP/blob/master/demos/scMVP_ 
tutorial.ipynb/. Specifically, for the ‘MultiTrainer’ function, we 
set train_size = 0.9 and frequency = 5.

 23. Schema: We integrated the RNA expression and chromatin 
accessibility information in single-cell RNA + ATAC data fol-
lowing the instruction on the Schema GitHub repository via 
https://schema-multimodal.readthedocs.io/en/latest/overview.
html#quick-start/.

 24. MIRA: We performed the horizontal integration of single-cell 
RNA + ATAC data following the guidelines provided in the MIRA 
tutorial, available at https://mira-multiome.readthedocs.io/en/
latest/tutorials.html. Specifically, we utilized the ‘mira.topics.
gradient_tune’ function and the ‘get_learning_rate_bounds’ 
function to determine the optimal number of topics and the 
range of learning rates, respectively.

 25. scMoMaT: We integrated single-cell multi-omics data  
using the tutorial of scMoMaT via https://github.com/Peter-
ZZQ/scMoMaT/blob/main/demo_scmomat.ipynb/. For the 
mosaic integration of multi-omics data, we used the  
‘calc_pseudo_count.R’ function to obtain the pseudo- 
scRNA-seq count.

 26. UINMF: We followed the tutorial outlined in the UINMF GitHub 
repository tutorial, available at https://github.com/welch-lab/
liger/. We adopted the ‘optimizeALS’ function of UINMF to 
obtain the low-dimensional embedding space from the raw 

multi-omics data, and then used the ‘quantile_norm’ function to 
normalize the cell embedding data.

 27. StabMap: We followed the guidelines provided on the GitHub 
repository of StabMap via https://marionilab.github.io/Stab-
Map/articles/stabMap_PBMC_Multiome.html.

Benchmark metrics

 1. The PCC is defined by equation (1):

PCC (x, y) = ∑n
1 (xi− ̄x)( yi− ̄y)

√∑n
1 (xi− ̄x)2√( yi− ̄y)2

(1)

When calculating cell‒cell PCC, xi and yi represent the abundance 
of protein  (or chromatin accessibility of peak i) in cell x and y, 
respectively. ̄x  and ̄y represent the average values of {xi} and { yi}, 
respectively. For the calculation of protein‒protein (or peak–
peak PCC),xi  and yi  are the protein abundance (or chromatin 
accessibility) of cell i for the protein x and y (or peak x and y), 
respectively.

 2. CMD was usually used to measure the difference between two 
correlation matrices RRR111 and RRR222, and a lower CMD value indicates 
a better result47–49. The CMD is defined according to equation (2):

d(RRR1,RRR2) = 1 −
trace(RRR1RRR2)
‖RRR1‖F‖RRR2‖F

(2)

where trace(RRR1RRR2) represents the trace of matrix RRR1 ×RRR2 and ‖ ⋅ ‖F  is 
the Frobenius norm of a matrix. In this study, each element in the 
correlation matrices RRR is the PCC value between two cells or two 
proteins/peaks.

 3. The RMSE was used to quantify the difference between the 
predicted values (XXX ) and true values ( X̂XX )6,23. To ensure compara-
bility, both the predicted and true values were normalized using 
the same method and rescaled using z scores. The RMSE is 
mathematically defined as RMSE = ‖XXX − X̂XX‖F , where ‖ ⋅ ‖F  is the 
Frobenius norm of a matrix.

 4. The AUROC72 is a key metric used to evaluate an algorithm’s 
capacity to differentiate between binary categories (that is, 
1 and 0). We used AUROC values to gauge the effectiveness 
of the algorithms in predicting chromatin accessibility. The 
range of AUROC values is from 0 to 1, where a value of 1 signifies 
perfect prediction accuracy. Conversely, an AUROC value of 
0.5 indicates a model performing at par with random guessing, 
suggesting the absence of meaningful discriminative power.

 5. To assess the concordance between known cell-type labels and 
the cell clusters identified by the Leiden algorithm, we utilized 
the ARI73 and NMI74 as our primary metrics. To avoid any poten-
tial biases arising from the resolution parameter inherent in the 
Leiden algorithm, we conducted Leiden clustering on cells at 
a range of resolutions, spanning from 0.1 to 2.0 in increments 
of 0.1, using the integrated results from each algorithm. The 
performance of each algorithm was then assessed based on 
the highest ARI and NMI values achieved across these varying 
resolutions.

 6. The average silhouette width (ASW)75 metric was utilized to 
gauge the precision of cell–cell distances calculated by each 
integration algorithm. ASW is an indicator of how well a cell 
matches with others in its cluster (intra-cluster similarity) and 
how distinct it is from cells in the closest different cluster 
(inter-cluster dissimilarity). The silhouette width for each cell 
was computed using the formula 

b−a
max(a,b), where a represents the 

average intra-cluster distance, and b represents the average 
nearest-cluster distance. Averaging all the silhouette widths of a 
set of cells yields the ASW, which ranges between −1 and 1. In our 
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analysis, we leveraged ASW scores based on cell-type labels 
(cASW) and batch labels (bASW) to evaluate each algorithm’s 
effectiveness in conserving biological variation and removing 
batch effects, respectively. A higher cASW value signifies 
improved accuracy in cell-type separation, whereas a lower 
bASW indicates more effective correction of batch effects. To 
ensure a standardized evaluation, we transformed the cASW 
and bASW values using linear transformations (in line with the 
method used in ref. 76) so that higher values consistently 
indicate superior performance for both the cASW and bASW.

 7. The LISI77 was utilized to assess the results of our integration 
algorithms in terms of cell-type separation (denoted as cLISI) 
and batch mixing (referred to as iLISI). In the context of our 
study, a lower cLISI value is indicative of more effective cell-type 
separation, signifying enhanced conservation of biological vari-
ation. Conversely, a higher iLISI value reflects better integration 
of different batches, pointing to more successful removal of 
batch effects. To maintain consistency in our evaluation criteria 
and ensure that higher values of both iLISI and cLISI represent 
improved performance, we applied linear transformations to 
these values76.

 8. The KNN graph connectivity (KNN connectivity)78 metric was 
used to evaluate the connectivity between cells within each cell 
type in a KNN graph. This metric is calculated by equation (3):

KNNconnectivity = 1
N

N
∑
i=1

max(mi)
ni

(3)

where N is the total number of cell types, ni is the cell number of 
cell type i, and max(mi) is the cell number of the largest connected 
subgroup of cell type i in the KNN graph.

 9. We used PCR78 to measure the BER for multi-omics integration 
algorithms. The PCR was defined according to equation (4):

PCR =
n
∑
i=1
var(A|PCi)R2(PCi|batch) (4)

where A can be the RNA expression matrix, the chromatin accessi-
bility matrix, the protein abundance matrix or the low-dimensional 
embedding matrix generated by an integration algorithm. PCi is 
the i-th principal component of A, var(A|PCi) is the variance of A on 
PCi, and R2 (PCi, |,batch) signifies the squared correlation coefficient 
between PCi and the batch labels of cells.

 10. We used the kBET78 as a metric to quantify the extent of BER by 
each integration algorithm. kBET assesses the similarity 
between two key components: the composition of batch labels 
among the k-nearest-neighbors of a cell (CCCKNN) and the overall 
batch labels composition across all cells (CCCbatch). Ideally, in a 
scenario where the batch effect has been effectively eliminated, 
CCCKNN should be equal to CCCbatch, resulting in a kBET value of 1. We 
calculated the kBET value for each algorithm’s integration 
results using scIB76 with default settings.

 11. The isolated label score (ILS)76 was utilized to assess the 
effectiveness of horizontal or mosaic integration algorithms in 
embedding cell connectivity graphs into a low-dimensional 
space and isolating specific cell types that are present in only a 
subset of data batches. Specifically, for any given cell type i that 
occurs in ki batches, the ILS is determined by averaging the ASW 
values for cell types that are present in kmin batches. Here kmin 
represents the smallest number among all ki values.

 12. Ranking index (RI) was used to gauge the overall performance 
of each algorithm. The RI value of algorithm i is defined accord-
ing to equation (5):

RIi = ∑j B(vij) (5)

where B() is the Heaviside function, that is, B(x) = { 0, x < 01, x ≥ 0 , and 

B (vij) represents whether algorithm i is one of the top-performing 
algorithms when using metric j for comparison. For metrics where 
a lower value signifies better performance, such as CMD and RMSE, 
we defined vij = median (Y∶, j) − Yij. In contrast, for metrics where a 
higher value signifies better performance, such as PCC and AUROC, 
we defined vij = Yij −median (Y∶, j). Here, Yij refers to the value of the 
j-th metric for the i-th algorithm, and Y∶, j represents the array of 
values for the j-th metric across all algorithms being evaluated.

 13. The dataset-specific rank index quantifies an algorithm’s rela-
tive performance within a specific dataset, based on the number 
of metrics for which it ranks in the top 50%. This method is a nu-
anced variation of the RI, which is computed across all datasets. 
For example, if the algorithm totalVI ranks among the top 50% 
for three specific metrics (such as cell–cell PCC, protein–pro-
tein PCC, RMSE) in dataset A, its dataset-specific rank index for 
that dataset would be assigned as 3.

 14. The BVC score is a crucial metric for each integration algo-
rithm’s performance on a given dataset. It is calculated as the 
mean of several metrics: ARI, NMI, cASW, cLISI and ILS. The 
BVC score is instrumental in evaluating how well an algorithm 
preserves biological variation across datasets. However, in the 
context of vertical integration algorithms, where only a single 
batch is involved, the ILS is not applicable. Therefore, for these 
algorithms, the BVC score is derived only from the ARI, NMI, 
cASW and cLISI metrics, and these metrics are normalized using 
the scaling method outlined by scIB76.

 15. The BER score for each integration algorithm on a given dataset 
is the average of five key metrics: kBET, KNN connectivity, 
bASW, iLISI and PCR. The BER score assesses an algorithm’s 
ability to effectively mitigate batch effects. Similarly to the 
BVC score, the values of kBET, KNN connectivity, bASW, iLISI 
and PCR were rescaled for BER score calculation, following the 
transformation methodology of scIB76.

Average values and standard deviations
In our comparison of single-cell multi-omics prediction algorithms, 
we calculate the average and standard deviation for each metric, includ-
ing cell–cell PCC, protein–protein/peak–peak PCC, RMSE and AUROC, 
across all datasets. Specifically focusing on cell–cell PCC, we denoted 
the reference data as A and the prediction results from a given algo-
rithm as B for the i-th test dataset. In matrices A and B, rows represent 
cells, and columns represent proteins or peaks. For the j-th cell in the 
i-th dataset, we compute the PCC value between the respective rows 
in A and B (AAA( j, ∶) and BBB( j, ∶)), which we denote as PCCj. The perfor-
mance of the algorithm on the i-th dataset is then represented by the 
median of these PCC values (PCC1, PCC2, …, PCCn), labeled as mi, where 
n denotes the total number of cells in the i-th test dataset. Lastly, the 
overall performance of the algorithm across all test datasets, in terms 
of cell–cell PCC, is determined by the average (μ) and standard devia-
tion (σ) of these medians (m1, m2, …, mq), where q signifies the total 
number of test datasets. Similarly, we calculated the median PCC of all 
proteins/peaks in a dataset for each algorithm, and used the average 
and standard deviation of these medians across all datasets to plot the 
average protein–protein/peak–peak PCC and error bar, respectively. 
In addition, we used a similar strategy to calculate the average values 
and standard deviations of RMSE and AUROC for each algorithm.

For the benchmark of single-cell multi-omics integration algorithms, 
we adopted the same strategy as above to calculate the average values 
and standard deviations of ten metrics61 for each algorithm, including 
kBET, KNN connectivity, bASW, iLISI, PCR, cLISI, ARI, NMI, cASW and ILS.

KNN smoothing of scATAC-seq data
To reduce the sparsity of the scATAC-seq data, we implemented a 
KNN-smoothing method, as utilized in MultiVI22, to diminish the noise 
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in the raw count matrices of our test datasets. Notably, we applied the 
KNN-smoothing method only to the test datasets, while the training 
sets remained unaltered. Specifically, we first utilized latent semantic 
indexing on the scATAC-seq data to obtain a cellular embedding in 
a 30-dimensional space. Once the 30-dimensional embedding was 
established, we then identified the 50 nearest neighbors for each cell 
within this reduced space. The chromatin accessibility for each cell in 
the KNN-smoothed scATAC-seq data was then determined by calculat-
ing the mean accessibility of its 50 nearest neighbors.

Stability analysis for protein abundance prediction 
algorithms
We evaluated the stability of the protein abundance prediction algo-
rithm by calculating the difference between the upper and lower quar-
tiles (DUL) of the protein–protein PCCs for each algorithm across all 
33 test datasets in both inter-dataset and intra-dataset scenarios. For 
example, if the upper and lower quartiles of the protein–protein PCCs 
for totalVI on dataset A were x and y, respectively, the DUL for that 
dataset would be calculated as x–y.

The impact of cell number on the performance of prediction 
algorithms
To examine the effect of varying the number of cells in the training set 
(training cells) on the accuracy of predicting protein abundance from 
RNA expression, we set aside 2,000 cells from dataset 2 (CITE-seq, 
human, BMMCs, 134 proteins) as the test set and created training 
sets with varying cell counts ranging from 1,000 to 64,000 from the 
same dataset. To ensure the reliability of our findings, this sampling 
process was repeated five times for each cell count in the training set. 
A similar procedure was conducted using dataset 12 (CITE-seq, human, 
PBMCs, 228 proteins). Moreover, we applied a comparable approach 
to assess the impact of the number of cells in the training set on the 
performance of algorithms predicting chromatin accessibility via RNA 
expression. This assessment was performed using dataset 39 (10x Mul-
tiome, human, BMMCs) and dataset 34 (10x Multiome, human, PBMCs).

The impact of RNA number on the performance of prediction 
algorithms
To examine the effect of the number of RNAs in the training set on the 
performance of the benchmarked algorithms, we undertook the fol-
lowing approach:

 1. Dataset preparation: From a given dataset, we randomly se-
lected 10,000 cells as the training set and 2,000 cells as the test 
set. For the training set, we sampled 1,000, 2,000, 4,000 and 
8,000 RNAs to construct different versions of the training data.

 2. RNA sampling strategies: We used two distinct methods for 
selecting training RNAs: 

•	 The highly variable gene (HVG) scheme involved selecting  
the top N (N = 1,000, 2,000, 4,000 and 8,000) highly 
variable RNAs.

•	 For the random scheme, we randomly sampled N (N = 1,000, 
2,000, 4,000 and 8,000) RNAs from among all the detected 
RNAs. This random sampling procedure was repeated five 
times for each RNA count.

Impact of overlapping cell types between the training and test 
datasets on prediction performance
We assessed how the proportion of overlapping cell types between the 
training and test datasets affects prediction performance. Our method 
involved randomly sampling N  cells from a given dataset to form a test 
dataset containing k cell types and then creating training datasets (TD1, 
TD2,…,TDk), each comprising 5N  cells. Each TDi (i = 1 ∼ k) includes i cell 
types, with an equal number of cells for each type, and shared i cell 
types with the test set. This process was repeated five times for 

robustness. Notably, the number of cells was identical for all cell types 
in the test dataset. By using this method, we evaluated protein abun-
dance prediction algorithms using dataset 12 (CITE-seq, human, PBMC, 
228 proteins) and the chromatin accessibility prediction algorithms 
with dataset 39 (10x Multiome, human, BMMCs).

Scalability analysis
The scalability analysis was conducted on a supercomputing platform 
consisting of a CPU computer cluster with two Intel Xeon Scale 6248 
CPUs (2.5 GHz, 27.5 MB cache and 40 CPU cores), 384 GB of DDR4 
memory (2,933 MHz) and 2 TB of AEP memory, as well as a GPU com-
puter cluster with two Intel Xeon Scale 6248 CPUs, 384 GB of DDR4 
memory and an NVIDIA Tesla V100 graphics card (32 GB of memory 
and 5,120 CUDA cores).

In the evaluation of computer resources consumed by each algo-
rithm for predicting protein abundance, we used a human periph-
eral memory T cell dataset from the Gene Expression Omnibus (GEO; 
GSE158769) and filtered out genes that were detected in fewer than 
ten cells. Next, we used the Scanpy function ‘sc.pp.highly_variable_
genes’ with the parameters min_mean = 0.0125, max_mean = 3 and 
min_disp = 0.5 to select the top 3,000 HVGs in the RNA expression 
matrix. To simulate data of different scales, we randomly sampled 
1,000, 5,000, 10,000, 50,000, 100,000 and 500,000 cells from this 
dataset as the training set and sampled 20% cells from the same dataset 
as the test set. To minimize randomness, each sampling was repeated 
five times and each test was performed twice.

When assessing computer resources consumed by each algo-
rithm for predicting chromatin accessibility, we downloaded a mouse 
skin dataset from the GEO database (GSE140203) and filtered out 
genes that were detected in fewer than ten cells. Then, we used the 
‘sc.pp.highly_variable_genes’ function in Scanpy with the parameters 
min_mean = 0.0125, max_mean = 3 and min_disp = 0.5 to select 4,211 
HVGs using transcriptomics information. To simulate data with differ-
ent numbers of cells, we randomly sampled 3,500, 7,000, 14,000 and 
28,000 cells from the mouse skin dataset as the training set and sam-
pled 20% of cells from the dataset to build a test set. We also repeated 
the sampling process five times for each cell number and performed 
two tests for each dataset.

To evaluate the computational resource consumption of nine 
vertical integration algorithms for integrating RNA expression and 
protein abundance within a single-cell RNA + protein dataset, we con-
structed various datasets with different cell counts—5,000, 10,000, 
20,000, 40,000, and 80,000—by randomly sampling cells from dataset 
2 (CITE-seq, human, BMMCs, 66,175 cells, 134 proteins). Each sampled 
dataset contained 3,000 HVGs and 134 proteins. To minimize ran-
domness, each sampling was repeated five times and each test was 
performed twice. Similarly, we used dataset 39 (10x Multiome, human, 
BMMCs, 69,249 cells) to evaluate the computational resources required 
by 12 vertical integration algorithms for integrating RNA expression 
and chromatin accessibility. For each sampled dataset, we used 3,000 
HVGs and 30,000 peaks.

To assess the computational resources consumed by five hori-
zontal integration algorithms in integrating single-cell RNA + protein 
data, we created five single-cell RNA + protein data groups by randomly 
sampling cells from dataset 20 (CITE-seq, human, peripheral memory 
T cells, 500,089 cells, 31 proteins). Each data group comprises 3,000 
genes, 31 proteins and 2,500 to 40,000 cells. We repeated the sampling 
process five times for each cell number and performed two tests for 
each data group. Similarly, we sampled cells from dataset 39 (10x Mul-
tiome, human, BMMCs, 69,249 cells) to evaluate the computational 
resources consumed by seven horizontal integration algorithms for 
integrating single-cell RNA + ATAC data. Each data group sampled from 
dataset 39 included 3,000 RNAs and 30,000 peaks.

To assess the computational resources consumed by seven mosaic 
integration algorithms in integrating scRNA-seq data with single-cell 
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RNA + protein data (subcase 1), we sampled 2,500 to 40,000 cells from 
dataset 12 (CITE-seq, human, PBMCs, 161,764 cells, 228 proteins) as 
single-cell RNA + protein datasets, and 2,500 to 40,000 cells from data-
set 13 (CITE-seq, human, PBMCs, 49,147 cells, 54 proteins) to construct 
scRNA-seq datasets. The single-cell RNA + protein datasets included 
3,000 RNAs and 228 proteins, and the scRNA-seq datasets included 
3,000 RNAs. To evaluate the computational resources of the six mosaic 
integration algorithms in integrating scRNA-seq/scATAC-seq data and 
single-cell RNA + ATAC data (subcase 2/3), we randomly sampled 1,000 to 
8,000 cells from dataset 39 (10x Multiome, human, BMMCs, 69,249 cells) 
as single-cell RNA + ATAC datasets, and 2,000 to 16,000 cells from the 
same dataset as scRNA-seq/scATAC-seq datasets. Each dataset contained 
3,000 RNAs and 30,000 peaks. To assess the computational costs of five 
mosaic integration algorithms when integrating single-cell RNA + pro-
tein data with single-cell RNA + ATAC data (subcase 4), we sampled 3,000 
to 24,000 cells from dataset 2 (CITE-seq, human, BMMCs, 66,175 cells, 
134 proteins) as single-cell RNA + protein datasets, and 2,000 to 16,000 
cells from dataset 39 (10x Multiome, human, BMMCs, 69,249 cells) as 
single-cell RNA + ATAC datasets. Each single-cell RNA + protein dataset 
has 3,000 RNAs and 134 proteins, and each single-cell RNA + ATAC data 
group has 3,000 RNAs and 30,000 peaks. To minimize randomness, each 
sampling was repeated five times and each test was performed twice.

Reporting summary
Further information on research design is available in the Nature 
Portfolio Reporting Summary linked to this article.

Data availability
A summary of the multi-omics datasets used in the benchmark study, 
including the sequencing technologies and the websites where the 
raw data are available as follows: dataset 1 (human BMMCs): CITE-seq, 
GSE128639 (ref. 5); dataset 2 (human BMMCs): CITE-seq, GSE194122 
(ref. 79); dataset 3 (human brain immune cells): CITE-seq, GSE201048 
(ref. 80); dataset 4 (human CBMCs): CITE-seq, GSE100866 (ref. 1); 
dataset 5 (human glioblastomas): CITE-seq, GSM4972212 (ref. 81); 
dataset 6 (mouse glioblastomas): CITE-seq, GSE163120 (ref. 81); 
dataset 7 (mouse HSPCs): CITE-seq, GSE175702 (ref. 82); dataset 8 
(human MALT tumor): CITE-seq, https://support.10xgenomics.com/
single-cell-gene-expression/datasets/3.0.0/malt_10k_protein_v3; data-
set 9–10 (mouse murine splenic myeloid cells): CITE-seq, GSE149544 
(ref. 83); dataset 11 (mouse naive brains): CITE-seq, GSE148127 (ref. 84); 
dataset 12–13 (human PBMCs): CITE-seq, GSE164378 (ref. 5); dataset 
14–15 (human PBMCs): CITE-seq, https://zenodo.org/record/6348128#.
Y5f40LJBzDU (ref. 30); dataset 21–22 (mouse spleen and lymph nodes): 
CITE-seq, GSE150599 (ref. 6); dataset 23–24 (human PBMCs): REAP-seq, 
GSE100501 (ref. 2); dataset 25–26 and dataset 40–41 (human PBMCs): 
DOGMA-seq, GSE156478 (ref. 18); datasets 27 and 42 (human PBMCs): 
TEA-seq, GSE158013 (ref. 71); dataset 28 (human PBMCs): inCITE-seq, 
GSE163480 (ref. 85); dataset 29 (skin of mouse): SHARE-seq, GSE140203 
(ref. 3); dataset 30 (adult brain of mouse): SHARE-seq, GSE140203 
(ref. 3); dataset 31 (adult brain of mouse): SNARE-seq, GSE126074 
(ref. 4); dataset 32 (adult brain of mouse): ISSAAC-seq, https://www.ebi.
ac.uk/biostudies/arrayexpress/studies/E-MTAB-11264/ (ref. 12); dataset 
33 (adult brain of mouse): 10x Multiome, https://www.10xgenomics.
com/resources/datasets/frozen-human-healthy-brain-tissue-3-k-1- 
standard-2-0-0/; dataset 34 (10,000 PBMCs with granulocytes 
removed): 10x Multiome, https://www.10xgenomics.com/ resources/
datasets/pbmc-from-a- healthy-donor-granulocytes-removed- 
through-cell-sorting-10-k-1- standard-2-0-0/; dataset 35 (3,000 PBMCs 
with granulocytes removed): 10x Multiome, https://www.10xgenomics.
com/resources/ datasets/pbmc-from-a-healthy-donor-granulocytes- 
removed-through-cell-sorting-3-k- 1-standard-2-0-0/; dataset 36 
(10,000 PBMCs): 10x Multiome, https://www.10xgenomics.com/
resources/datasets/pbmc- from-a-healthy-donor-no-cell- sorting-
10-k-1-standard-2-0-0/; dataset 37 (3,000 PBMCs): 10x Multiome, 

 https://www.10xgenomics.com/resources/ datasets/pbmc-from-a- 
healthy-donor-no- cell-sorting-3-k-1-standard-2-0-0/; dataset 38  
(mouse retina): 10x Multiome, GSE201402 (ref. 86); dataset 39  
(human BMMCs): 10x Multiome, GSE194122 (ref. 79); dataset 43 
(mouse spleen): scRNA-seq, GSE132901 (ref. 87); dataset 44 (mouse 
retain): scRNA-seq, GSE181251 (ref. 88); dataset 45 (mouse adult brain): 
scRNA-seq, GSE246147 (ref. 89); dataset 46 (mouse HSPCs): scRNA-seq, 
GSE175702 (ref. 82); dataset 47 (mouse retain): scATAC-seq, GSE181251 
(ref. 88). Source data are provided with this paper.

Code availability
We have uploaded the codes and scripts used for the benchmark study 
and figure plotting to a GitHub website, which can be accessed at 
https://github.com/QuKunLab/MultiomeBenchmarking/. Code is 
also available in the Zenodo repository via https://doi.org/10.5281/
zenodo.10540843 (ref. 90).
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Extended Data Fig. 1 | Performance of eleven algorithms in predicting RC 
protein abundance from RNA expression. a, b, Average PCC (a) and CMD (b) 
values between the reference and predicted RC protein expression for the intra-
dataset scenario, that is, the training and test sets are from the same datasets. 
The X and Y axes are the cell‒cell and protein‒protein PCC/CMD, respectively, 
and the dashed lines are the medians of all algorithms’ results. Error bar: standard 
deviation of 23 datasets. Data are presented as mean values +/- 0.5xSD. c, d, 
Same as (a) and (b), but the results were predicted for the inter-dataset scenario, 

that is, the training and test sets are from different datasets. Error bar: standard 
deviation of 10 datasets. e, Average RMSE values between the reference data and 
the predicted results for the intra-dataset scenario (X axes) and inter-dataset 
scenario (Y axes). Error bars: standard deviation of 23 datasets (X axes) or 10 
datasets (Y axes). Data are presented as mean values +/− 0.5xSD. f, g, Rank index 
(RI) values of eleven algorithms in the intra-dataset (f) and inter-dataset (g) 
scenarios. h, The overall performance of eleven algorithms in both intra-dataset 
and inter-dataset scenarios. Source data for this figure are provided.
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Extended Data Fig. 2 | Performance of eleven algorithms in predicting RU 
protein abundance from RNA expression. a, b, Average PCC (a) and CMD (b) 
values between the reference and predicted RU protein abundance for the intra-
dataset scenario, that is, the training and test sets are from the same datasets. 
The X and Y axes are the cell‒cell and protein‒protein PCC/CMD, respectively, 
and the dashed lines are the medians of all algorithms’ results. Error bar: standard 
deviation of 23 datasets. Data are presented as mean values +/− 0.5xSD. c, d, 
Same as (a) and (b), but the results were predicted for the inter-dataset scenario, 

that is, the training and test sets are from different datasets. Error bar: standard 
deviation of 10 datasets. e, Average RMSE values between the reference data and 
the predicted results for the intra-dataset scenario (X axes) and inter-dataset 
scenario (Y axes). Error bars: standard deviation of 23 datasets (X axes) or 10 
datasets (Y axes). Data are presented as mean values +/− 0.5xSD. f, g, Rank index 
(RI) values of seven algorithms in the intra-dataset (f) and inter-dataset (g) 
scenarios. h, The overall performance of seven algorithms in both intra-dataset 
and inter-dataset scenarios. Source data for this figure are provided.
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Extended Data Fig. 3 | Performance of nine chromatin accessibility prediction 
algorithms when converting peaks to DORCs. a, b, Average PCC (b) and CMD (c) 
values between the reference data and the predicted results for the intra-dataset 
scenario, that is, the training and test sets are from the same datasets. The X 
and Y axes are the cell‒cell and DORC-DORC PCC/CMD axes, respectively, and 
the dashed lines are the medians of all algorithms’ results. Error bar: standard 
deviation of 11 datasets. Data are presented as mean values +/− 0.5xSD. c, Average 
RMSE values between the reference data and the predicted results for the intra-

dataset scenario (X axes) and inter-dataset scenario (Y axes). Error bar: standard 
deviation of 11 datasets (X axes) or 8 datasets (Y axes). Data are presented as 
mean values +/− 0.5xSD. d, e, Same as (a) and (b), but the results were predicted 
for the inter-dataset scenario, that is, the training and test sets are from different 
datasets. Error bar: standard deviation of 8 datasets. f, g, Rank index (RI) values 
of nine algorithms in the intra-dataset (e) and inter-dataset (f) scenarios. h, The 
overall performance of nine algorithms in both intra-dataset and inter-dataset 
scenarios. Source data for this figure are provided.
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Extended Data Fig. 4 | Performance of nine chromatin accessibility prediction 
algorithms when using smoothed ATAC-seq matrix. a, b, Average PCC (b) and 
CMD (c) values between the KNN-smoothing reference data and the predicted 
results for the intra-dataset scenario, that is, the training and test sets are from 
the same datasets. The X and Y axes are the cell‒cell and peak-peak PCC/CMD, 
respectively, and the dashed lines are the medians of all the algorithm results. 
Error bar: standard deviation of 11 datasets. Data are presented as mean  
values +/− 0.5xSD. c, Average RMSE values between the KNN-smoothing 
reference data and the predicted results for the intra-dataset scenario (X axes)  

and inter-dataset scenario (Y axes). Error bar: standard deviation of 11 datasets  
(X axes) or 8 datasets (Y axes). Data are presented as mean values +/− 0.5xSD.  
d, e, Same as (a) and (b), but the results were predicted for the inter-dataset 
scenario, that is, the training and test sets are from different datasets.  
Error bar: standard deviation of 8 datasets. f, g, Rank index (RI) values of nine 
algorithms in the intra-dataset (f) and inter-dataset (g) scenarios. h, The overall 
performance of nine algorithms in both intra-dataset and inter-dataset scenarios. 
Source data for this figure are provided.

http://www.nature.com/naturemethods


Nature Methods

Analysis https://doi.org/10.1038/s41592-024-02429-w

Extended Data Fig. 5 | Computational resources consumed by the fourteen 
multi-omics prediction algorithms. a, b, The computational time and memory 
cost of eleven algorithms for predicting protein abundance in datasets with 
different numbers of cells. Guanlab-dengkw and scArches reported memory 
errors and stopped when processing the dataset with 500k cells. Error bar: 

standard deviation of 5 down-samplings and 2 tests. Data are presented as mean 
values +/− 0.5xSD. c, d, The computer time and memory cost of nine algorithms 
for predicting chromatin accessibility in datasets with different numbers of cells. 
Error bar: standard deviation of 5 down-samplings and 2 tests. Data are presented 
as mean values +/− 0.5xSD. Source data for this figure are provided.
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Extended Data Fig. 6 | See next page for caption.
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Extended Data Fig. 6 | Computational resources consumed by eighteen 
single-cell multi-omics integration algorithms. a, Computer time and 
memory used by nine vertical integration algorithms when integrating RNA 
expression and protein abundance for datasets with different numbers of cells. 
CiteFuse reported memory errors and stopped when processing datasets with 
over 20k cells. Error bar: standard deviation of 5 down-samplings and 2 tests. 
Data are presented as mean values +/− 0.5xSD. b, Same as (a), but the results 
were generated by twelve vertical integration algorithms when integrating 
RNA expression and chromatin accessibility. scAI reported memory errors 
and stopped when processing datasets with over 20k cells. c, Computer time 
and memory cost of five horizontal integration algorithms when integrating 
single-cell RNA+Protein data for datasets with different numbers of cells. Error 

bar: standard deviation of 5 down-samplings and 2 tests. Data are presented as 
mean values +/− 0.5xSD. d, Same as (c), but the results were generated by seven 
horizontal integration algorithms when integrating single-cell RNA + ATAC data. 
e, Computer time and memory cost of seven mosaic integration algorithms 
when integrating scRNA-seq and single-cell RNA+Protein data for datasets with 
different numbers of cells. Error bar: standard deviation of 5 down-samplings 
and 2 tests. Data are presented as mean values +/− 0.5xSD. f-h, Same as (e), but 
the results were generated by mosaic integration algorithms when integrating 
scRNA-seq data and single-cell RNA + ATAC data (b), integrating scATAC-seq data 
and single-cell RNA + ATAC data (c), and integrating single-cell RNA+Protein data 
and single-cell RNA + ATAC data (d). Source data for this figure are provided.
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Extended Data Fig. 7 | Summary of the performance of the fourteen multi-
omics prediction algorithms. The figure shows: (i) the properties of these 
algorithms, including the programming languages, methodologies, and GPU 
acceleration requirements. (ii) the overall performance of these algorithms, 
evaluated by six metrics in both the inter- and intra-scenarios. A lighter color 

(and/or a larger dot) indicates better performance for a given metrics. (iii) the 
computer time and memory consumed by these algorithms for different sizes 
of datasets; ‘NA’ indicates a memory error or invalid result. Source data for this 
figure are provided.
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Extended Data Fig. 8 | Summary of the performance of the fifteen vertical 
integration algorithms. The figure shows: (i) the properties of these algorithms, 
including the programming languages, methodologies, and GPU acceleration 
requirements; (ii) the overall performance of these algorithms, evaluated by four 

metrics. (iii) the computer time and memory consumed by these algorithms for 
different sizes of datasets; ‘NA’ indicates a memory error or invalid result. Source 
data for this figure are provided.
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Extended Data Fig. 9 | Summary of the performance of nine horizontal 
integration algorithms. The figure shows: (i) the properties of these algorithms, 
including the programming languages, methodologies, and GPU acceleration 
requirements; (ii) the overall performance of these algorithms, evaluated by ten 

metrics in both the inter- and intra-scenarios. (iii) the computer time and memory 
consumed by these algorithms for different sizes of datasets; ‘NA’ indicates a 
memory error or invalid result. Source data for this figure are provided.
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Extended Data Fig. 10 | Summary of the performance of eight mosaic 
integration algorithms. The figure shows: (i) the properties of these algorithms, 
including the programming languages, methodologies, and GPU acceleration 
requirements; (ii) the overall performance of these algorithms, evaluated by  

ten metrics in both the inter- and intra-scenarios. (iii) the computer time  
and memory consumed by these algorithms for different sizes of datasets;  
‘NA’ indicates a memory error or invalid result. Source data for this figure  
are provided.
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